Scientists develop the next generation of reservoir computing
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"And reservoir computing was already a significant improvement on what was previously possible."

The study was published today in the journal *Nature Communications.*

Reservoir computing is a machine learning algorithm developed in the early 2000s and used to solve the "hardest of the hard" computing problems, such as forecasting the evolution of dynamical systems that change over time, Gauthier said.

Dynamical systems, like the weather, are difficult to predict because just one small change in one condition can have massive effects down the line, he said.

One famous example is the "butterfly effect," in which—in one metaphorical illustration—changes created by a butterfly flapping its wings can eventually influence the weather weeks later.

Previous research has shown that reservoir computing is well-suited for learning dynamical systems and can provide accurate forecasts about how they will behave in the future, Gauthier said.

It does that through the use of an artificial neural network, somewhat like a human brain. Scientists feed data on a dynamical network into a "reservoir" of randomly connected artificial neurons in a network. The network produces useful output that the scientists can interpret and feed back into the network, building a more and more accurate forecast of how the system will evolve in the future.

The larger and more complex the system and the more accurate that the scientists want the forecast to be, the bigger the network of artificial neurons has to be and the more computing resources and time that are needed to complete the task.

One issue has been that the reservoir of artificial
neurons is a “black box,” Gauthier said, and scientists have not known exactly what goes on inside of it—they only know it works.

The artificial neural networks at the heart of reservoir computing are built on mathematics, Gauthier explained.

“We had mathematicians look at these networks and ask, ‘To what extent are all these pieces in the machinery really needed?’” he said.

In this study, Gauthier and his colleagues investigated that question and found that the whole reservoir computing system could be greatly simplified, dramatically reducing the need for computing resources and saving significant time.

They tested their concept on a forecasting task involving a weather system developed by Edward Lorenz, whose work led to our understanding of the butterfly effect.

Their next-generation reservoir computing was a clear winner over today's state—of-the-art on this Lorenz forecasting task. In one relatively simple simulation done on a desktop computer, the new system was 33 to 163 times faster than the current model.

But when the aim was for great accuracy in the forecast, the next-generation reservoir computing was about 1 million times faster. And the new-generation computing achieved the same accuracy with the equivalent of just 28 neurons, compared to the 4,000 needed by the current-generation model, Gauthier said.

An important reason for the speed-up is that the "brain" behind this next generation of reservoir computing needs a lot less warmup and training compared to the current generation to produce the same results.

Warmup is training data that needs to be added as input into the reservoir computer to prepare it for its actual task.

"For our next-generation reservoir computing, there is almost no warming time needed," Gauthier said.

“Currently, scientists have to put in 1,000 or 10,000 data points or more to warm it up. And that's all data that is lost, that is not needed for the actual work. We only have to put in one or two or three data points," he said.

And once researchers are ready to train the reservoir computer to make the forecast, again, a lot less data is needed in the next-generation system.

In their test of the Lorenz forecasting task, the researchers could get the same results using 400 data points as the current generation produced using 5,000 data points or more, depending on the accuracy desired.

"What's exciting is that this next generation of reservoir computing takes what was already very good and makes it significantly more efficient," Gauthier said.

He and his colleagues plan to extend this work to tackle even more difficult computing problems, such as forecasting fluid dynamics.

"That's an incredibly challenging problem to solve. We want to see if we can speed up the process of solving that problem using our simplified model of reservoir computing."

Co-authors on the study were Erik Bollt, professor of electrical and computer engineering at Clarkson University; Aaron Griffith, who received his Ph.D. in physics at Ohio State; and Wendson Barbosa, a postdoctoral researcher in physics at Ohio State.
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