
 

Generative AI illuminates enzyme secrets
using sequences evolved in nature
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Comparative illustration of generative models utilized for protein sequence
modeling. (A) MaxEnt model: This model aims to delineate both the
conservation of individual amino acids and their pairwise interactions, while
concurrently making minimal assumptions by maximizing sequence information
entropy. (B) VAE: A neural network that learns to encode data into a lower-
dimensional latent space and then decode it back; after training, it can effectively
generate new data that resemble the training set. (C) Language model: A masked
language model employs a prediction-based mechanism that strives to accurately
forecast the masked amino acid, thus learning the distribution of a corpus of
protein sequences. (D) GAN: A framework utilizes two neural networks
operating in tandem—a generator that creates new protein sequences, and a
discriminator that evaluates them for authenticity. Credit: National Science
Review (2023). DOI: 10.1093/nsr/nwad331

Enzymes, nature's remarkable biocatalysts, play an integral role in
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various aspects of daily life. Consider the awe-inspiring sight of fireflies
lighting up a summer night. Their captivating glow serves not just to
enchant observers but also plays a role in communication and mating.
This natural spectacle is powered by an enzyme known as luciferase.

Zooming into the molecular scale, enzymes are intricate networks of
amino acids. Luciferase, a prime example, exhibits a fascinating
diversity among different species. However, these homologs exhibit
specific evolutionary patterns, crucial for advancing the prediction of 
protein structures. A key question emerges: how do these patterns relate
to the function of enzymes?

Dr. Xie and Dr. Warshel aim to decipher this intricate relationship. They
approach proteins as a language of amino acid 'letters' and are
developing generative AI tools akin to the principles behind the widely
used ChatGPT.

Their AI tool quantifies the likelihood of certain sequences or mutations
appearing in nature. Fascinatingly, they discovered that this probability
is primarily linked to enzyme catalytic activity when mutations occur
near the substrate. Conversely, mutations in the enzyme's scaffold
mainly correlate with protein stability. These insights have enabled the
successful engineering of several proteins, including luciferase.

Dr. Warshel said, "The relationship between evolutionary information
and diverse enzyme functions suggests that enzymes are indeed multi-
scale objects. This study has the potential to revolutionize our
understanding of enzyme catalysis and evolution."

This research, now published in the journal National Science Review, not
only offers new perspectives on enzyme catalysis but also holds promise
for practical applications in biotechnology and beyond.
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https://phys.org/tags/protein/
https://phys.org/tags/catalytic+activity/
https://phys.org/tags/luciferase/
https://academic.oup.com/nsr/article/doi/10.1093/nsr/nwad331/7504752


 

  More information: Wen Jun Xie et al, Harnessing generative AI to
decode enzyme catalysis and evolution for enhanced engineering, 
National Science Review (2023). DOI: 10.1093/nsr/nwad331
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