
 

80% of Australians think AI risk is a global
priority—the government needs to step up,
say researchers

March 8 2024, by Michael Noetel, Alexander Saeri and Jess Graham
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A new nationally representative survey has revealed Australians are
deeply concerned about the risks posed by artificial intelligence (AI).
They want the government to take stronger action to ensure its safe
development and use.

We conducted the survey in early 2024 and found 80% of Australians
believe preventing catastrophic risks from advanced AI systems should
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https://aigovernance.org.au/survey/
https://phys.org/tags/catastrophic+risks/


 

be a global priority on par with pandemics and nuclear war.

As AI systems become more capable, decisions about how we develop,
deploy and use AI are now critical. The promise of powerful technology
may tempt companies—and countries—to race ahead without heeding
the risks.

Our findings also reveal a gap between the AI risks that media and
government tend to focus on, and the risks Australians think are most
important.

Public concern about AI risks is growing

The development and use of increasingly powerful AI is still on the rise.
Recent releases such as Google's Gemini and Anthropic's Claude 3 have
seemingly near-human level capabilities in professional, medical and
legal domains.

But the hype has been tempered by rising levels of public and expert
concern. Last year, more than 500 people and organizations made
submissions to the Australian government's Safe and Responsible AI
discussion paper.

They described AI-related risks such as biased decision-making, erosion
of trust in democratic institutions through misinformation, and
increasing inequality from AI-caused unemployment.

Some are even worried about a particularly powerful AI causing a global
catastrophe or human extinction. While this idea is heavily contested,
across a series of three large surveys, most AI researchers judged there
to be at least a 5% chance of superhuman AI being "extremely bad (e.g.,
human extinction)".
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https://www.cold-takes.com/racing-through-a-minefield-the-ai-deployment-problem/
https://blog.google/technology/ai/google-gemini-ai/
https://www.anthropic.com/news/claude-3-family
https://consult.industry.gov.au/supporting-responsible-ai
https://consult.industry.gov.au/supporting-responsible-ai
https://www.vox.com/future-perfect/2024/1/10/24032987/ai-impacts-survey-artificial-intelligence-chatgpt-openai-existential-risk-superintelligence
https://www.vox.com/future-perfect/2024/1/10/24032987/ai-impacts-survey-artificial-intelligence-chatgpt-openai-existential-risk-superintelligence
https://forecastingresearch.org/s/XPT.pdf
https://wiki.aiimpacts.org/doku.php?id=ai_timelines:predictions_of_human-level_ai_timelines:ai_timeline_surveys:2016_expert_survey_on_progress_in_ai
https://wiki.aiimpacts.org/ai_timelines/predictions_of_human-level_ai_timelines/ai_timeline_surveys/2022_expert_survey_on_progress_in_ai#population
https://aiimpacts.org/wp-content/uploads/2023/04/Thousands_of_AI_authors_on_the_future_of_AI.pdf


 

The potential benefits of AI are considerable. AI is already leading to 
breakthroughs in biology and medicine, and it's used to control fusion
reactors, which could one day provide zero-carbon energy. Generative
AI improves productivity, particularly for learners and students.
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However, the speed of progress is raising alarm bells. People worry we
aren't prepared to handle powerful AI systems that could be misused or
behave in unintended and harmful ways.

In response to such concerns, the world's governments are attempting
regulation. The European Union has approved a draft AI law, the United
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https://www.nature.com/articles/s41586-021-03819-2
https://www.nature.com/articles/s41586-024-07024-9
https://www.nature.com/articles/s41586-024-07024-9
https://www.nber.org/papers/w31161


 

Kingdom has established an AI safety institute, while US President Joe
Biden recently signed an executive order to promote safer development
and governance of advanced AI.

Australians want action to prevent dangerous
outcomes from AI

To understand how Australians feel about AI risks and ways to address
them, we surveyed a nationally representative sample of 1,141
Australians in January and February 2024.

We found Australians ranked the prevention of "dangerous and
catastrophic outcomes from AI" as the number one priority for
government action.

Australians are most concerned about AI systems that are unsafe,
untrustworthy and misaligned with human values.

Other top worries include AI being used in cyber attacks and
autonomous weapons, AI-related unemployment and AI failures causing
damage to critical infrastructure.

Strong public support for a new AI regulatory body

Australians expect the government to take decisive action on their
behalf. An overwhelming majority (86%) want a new government body
dedicated to AI regulation and governance, akin to the Therapeutic
Goods Administration for medicines.

Nine in ten Australians also believe the country should play a leading
role in international efforts to regulate AI development.
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https://www.gov.uk/government/publications/ai-safety-institute-overview/introducing-the-ai-safety-institute
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.tga.gov.au/
https://www.tga.gov.au/
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Perhaps most strikingly, two-thirds of Australians would support hitting
pause on AI development for six months to allow regulators to catch up.

Government plans should meet public expectations

In January 2024, the Australian government published an interim plan
for addressing AI risks. It includes strengthening existing laws on
privacy, online safety and disinformation. It also acknowledges our
currently regulatory frameworks aren't sufficient.

5/7

https://storage.googleapis.com/converlens-au-industry/industry/p/prj2452c8e24d7a400c72429/public_assets/safe-and-responsible-ai-in-australia-governments-interim-response.pdf
https://storage.googleapis.com/converlens-au-industry/industry/p/prj2452c8e24d7a400c72429/public_assets/safe-and-responsible-ai-in-australia-governments-interim-response.pdf


 

The interim plan outlines the development of voluntary AI safety
standards, voluntary labels on AI materials, and the establishment of an
advisory body.

Our survey shows Australians support a more safety-focused, regulation-
first approach. This contrasts with the targeted and voluntary approach
outlined in the interim plan.

It is challenging to encourage innovation while preventing accidents or
misuse. But Australians would prefer the government prioritize
preventing dangerous and catastrophic outcomes over "bringing the
benefits of AI to everyone".

Some ways to do this include:

establishing an AI safety lab with the technical capacity to audit
and/or monitor the most advanced AI systems
establishing a dedicated AI regulator
defining robust standards and guidelines for responsible AI
development
requiring independent auditing of high-risk AI systems
ensuring corporate liability and redress for AI harms
increasing public investment in AI safety research
actively engaging the public in shaping the future of AI
governance.

Figuring out how to effectively govern AI is one of humanity's great
challenges. Australians are keenly aware of the risks of failure, and want
our government to address this challenge without delay.

This article is republished from The Conversation under a Creative
Commons license. Read the original article.
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https://arxiv.org/abs/2307.03718
https://theelders.org/news/elders-and-future-life-institute-release-open-letter-calling-long-view-leadership-existential
https://theelders.org/news/elders-and-future-life-institute-release-open-letter-calling-long-view-leadership-existential
https://theconversation.com
https://theconversation.com/80-of-australians-think-ai-risk-is-a-global-priority-the-government-needs-to-step-up-225175
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