
 

Algorithms that predict crime are watching,
and judging us by the cards we've been dealt
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Your money, postcode, friends and family can make all the difference to
how the criminal system treats you.
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The New South Wales police recently scrapped a widely condemned
program known as the Suspect Targeting Management Plan. It used
algorithmic risk scores to single out "targets," some as young as 10 years
old, for police surveillance.

But similar programs remain in place. For instance, Corrective Services
NSW uses a statistical assessment tool called LSI-R to predict whether
prisoners will reoffend.

"High risk" prisoners receive "high intensity interventions," and may be
denied parole. The risk scores are calculated from facts such as
"criminal friends," family involvement in crime or drugs, financial
problems, living in a "high crime neighborhood" and frequent changes of
address.

A predictive algorithm is a set of rules for computers (and sometimes
people) to follow, based on patterns in data. Lots has been written about
how algorithms discriminate against us, from biased search engines to
health databases.

In my newly published book, Artificial Justice, I argue the use of tools
that predict our behavior based on factors like poverty or family
background should worry us, too. If we are punished at all, it should be
only for what we have done wrong, not for the cards we have been dealt.

Algorithms are watching us

Algorithms generate risk scores used in criminal justice systems all over
the world. In the United Kingdom, the OASys (Offender Assessment
System) is used as part of the pre-sentence information given to
judges—it shapes bail, parole and sentencing decisions. In the United
States, a tool known as COMPAS does something similar.
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https://piac.asn.au/project-highlight/the-suspect-targeting-management-plan/
https://criminaljustice.tooltrack.org/tool/16629
https://correctiveservices.dcj.nsw.gov.au/documents/research-and-statistics/rb29-utility-of-level-of-service-inventory-.pdf
https://phys.org/tags/financial+problems/
https://phys.org/tags/financial+problems/
https://nyupress.org/9781479837243/algorithms-of-oppression/
https://academic.oup.com/book/55116
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm


 

Risk scores are used beyond criminal justice, too, and they don't always
need computers to generate them. A short survey known as the Opioid
Risk Tool helps doctors in Australia and across the world decide whether
to prescribe pain relief for acute and chronic illness, by predicting
whether patients will misuse their medications.

Predictive algorithms literally save lives: they are used to allocate donor
organs, triage patients and make urgent medical treatment decisions. But
they can also create and sustain unjustified inequalities.

Imagine that we develop an algorithm—"CrimeBuster"—to help police
patrol crime "hot spots." We use data that links crime to areas populated
by lower income families. Since we cannot measure "crime" directly, we
instead look at rates of arrest.

Yet the fact that arrest rates are high in these areas may just tell us that
police spend more time patrolling them. If there is no justification for
this practice of intensive policing, rolling out CrimeBuster would give
these prejudices the status of policy.

Algorithms are judging us

The trouble deepens when we use statistics to make predictions about
intentional action—the things that we choose to do.

This might be a prediction about whether someone will be a "toxic"
employee, commit crimes or abuse drugs.

The factors that influence these predictions are rarely publicized. For the
British sentencing algorithm OASys, they include whether someone has
been the victim of domestic violence.

The American COMPAS system captures parental divorce and 
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https://nida.nih.gov/sites/default/files/opioidrisktool.pdf
https://nida.nih.gov/sites/default/files/opioidrisktool.pdf
https://phys.org/tags/pain+relief/
https://www.theverge.com/c/22927811/medical-algorithm-explainer-sepsis-risk-watch
https://fama.io/post/toxic-employees-cost-your-enterprise-over-1-million-per-year
https://assets.publishing.service.gov.uk/media/5d231809ed915d0bb984b2db/oasys-needs-adhoc-stats.pdf


 

childhood abuse. The Opioid Risk Tool asks whether the patient's family
has a history of substance abuse, and whether the patient (if female) has
a history of "preadolescent sexual abuse."

In each case, these facts make it more likely that someone will go to
prison, miss out on medical treatment, and so on.

We all want to have the chance to make choices true to who we are, and
meet our needs and goals. And we want to be afforded the same choices
as other people, rather than be singled out as incapable of choosing well.

When we punish someone because of facts they can't easily influence,
we do just this: we treat that person as if they simply cannot help but
make bad choices.

We can't lock people up just in case

The problem isn't the use of algorithms per se. In the 19th century,
Italian physician Cesare Lombroso argued we could identify "the born
criminal" from physical characteristics—a misshapen skull, wide jaw,
long limbs or big ears.

Not long after, British criminologist Charles Goring ran with this idea
and argued that certain "defective" mental characteristics made "the fate
of imprisonment" inevitable.

Algorithms simply make it much harder to see what's going on in the
world of crime risk assessment.

But when we look, it turns out what's going on is something pretty
similar to the Lombroso-Goring vision: we treat people as if they are
fated to do wrong, and lock them up (or keep them locked up) just in
case.
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https://www.michigan.gov/-/media/Project/Websites/corrections/progserv/Folder1/Timothy_Brenne_PhD__Meaning_and_Treatment_Implications_of_COMPA_Core_Scales.pdf?rev=70b2e15249b849f6a3fbd8ba613506f6
https://www.health.vic.gov.au/sites/default/files/migrated/files/collections/policies-and-guidelines/o/opioid-risk-tool---pdf.pdf
https://phys.org/tags/19th+century/
https://en.wikipedia.org/wiki/Cesare_Lombroso
https://archive.org/details/englishconvictst00goriuoft/page/n387/mode/2up


 

Public bodies should be required to publish the facts that inform the
predictions behind such decisions. Machine learning should only be used
if and to the extent that these publication requirements can be met. This
makes it easier to have meaningful conversations about where to draw
the line.

In the context of criminal justice, that line is clear. We should only deal
out harsher penalties for bad behavior, not other physical, mental or
social characteristics. There are plenty of guidelines that take this
approach, and this is the line that Australian institutions should toe.

Once penalties for their crime have been applied, prisoners should not be
treated differently or locked up for longer because of their friends and
family, their financial status or the way in which they've been treated at
the hands of others.

This article is republished from The Conversation under a Creative
Commons license. Read the original article.
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