Researchers use supercomputer to investigate dark matter
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The cosmic web shown in detail with other critical components of the simulations including dark matter, gas, temperature and neutral hydrogen density. The last panel shows the absorption features of the Lyman-alpha forest. Credit: Bruno Villasenor/UCSC

A research team from the University of California, Santa Cruz, have
used the Oak Ridge Leadership Computing Facility's Summit supercomputer to run one of the most complete cosmological models yet to probe the properties of dark matter—the hypothetical cosmic web of the universe that largely remains a mystery some 90 years after its existence was definitively theorized.

According to the Lambda-cold dark matter model of Big Bang cosmology—which is the working model of the universe that many astrophysicists agree provides the most reasonable explanations for why it is the way it is—85% of the total matter in the universe is dark matter. But what exactly is dark matter?

"We know that there's a lot of dark matter in the universe, but we have no idea what makes up that dark matter, what kind of particle it is. We just know it's there because of its gravitational influence," said Bruno Villasenor, a former doctoral student at UCSC and lead author of the team's paper, which was recently published in Physical Review D. "But if we can constrain the properties of the dark matter that we see, then we can discard some possible candidates."

By producing more than 1,000 high-resolution hydrodynamical simulations on the Summit supercomputer located at the Department of Energy's Oak Ridge National Laboratory, the team modeled the Lyman-Alpha Forest, which is a series of absorption features formed as the light from distant bright objects called quasars encounters material along its journey to Earth. These patches of diffuse cosmic gas are all moving at different speeds and have different masses and extents, forming a "forest" of absorption lines.

The researchers then simulated universes with different dark matter properties that affect the structure of the cosmic web, changing the fluctuations of the Lyman-Alpha Forest. The team compared the results from the simulations with fluctuations in the actual Lyman-Alpha Forest
observed by telescopes at the W. M. Keck Observatory and the European Southern Observatory's Very Large Telescope and then eliminated dark matter contenders until they found their closest match.

The gas distribution tracing the cosmic web and a set of skewers that cross the simulation box along which the Lyman-Alpha Forest absorption features are computed from the simulation and used to compare to observations. Credit: Bruno Villasenor/UCSC
Consequently, the team's results were contrary to the Lambda-CDM model's primary contention that the universe's dark matter is cold dark matter—hence the model's abbreviation, which references dark matter's slow thermal velocities rather than its temperature. Instead, the study's top prospect indicated the opposite supposition: We may indeed be living in a universe of warm dark matter, with faster thermal velocities.

"Lambda-CDM provides a successful view on a huge range of observations within astronomy and cosmology. But there are slight cracks in that foundation. And what we're really trying to do is push at those cracks and see whether there are issues with that fundamental foundation. Are we on solid ground?" said Brant Robertson, project leader and a professor at UCSC's Astronomy and Astrophysics Department.

Beyond possibly unsettling a few long-held assumptions about dark matter, and the universe itself, the UCSC project also stands out for its computational feat. The team accomplished an unprecedentedly comprehensive set of simulations produced with state-of-the-art simulation software that accounts for the physics that shape the structure of the cosmic web and leverages the computational power of the largest supercomputers in the world.

The UCSC team used a GPU-optimized hydrodynamics code called Cholla, or Computational Hydrodynamics On ParaLLel Architectures, as the starting point for its simulations on Summit. Developed by Evan Schneider, an assistant professor in the University of Pittsburgh's Department of Physics and Astronomy, Cholla was originally intended to help users better understand how the universe's gases evolve over time by acting as a fluid dynamics solver. However, the UCSC team required several more physics solvers to tackle its dark matter project, so Villasenor integrated them into Cholla over the course of three years for his doctoral dissertation at UCSC.
"Basically, I had to extend Cholla by adding some physics: the physics of gravity, the physics of dark matter, the physics of the expanding universe, the physics of the chemical properties of the gases and the chemical properties of hydrogen and helium," Villasenor said. "How is the gas going to be heated by radiation in the universe? How is that going to propagate the distribution of the gas? These physics are necessary to do these kinds of cosmological hydrodynamical simulations."

This figure illustrates how the temperature of the cosmic web changes as you change the intensity of the ionizing energy from quasars from left to right and as
In the process, Villasenor has assembled one of the most complete simulation codes for modeling the universe. Previously, astrophysicists typically had to choose which parameters to include in their simulations. Now, combined with the computing power of Summit, they have many more physical parameters at their disposal.

"One of the things that Bruno accomplished is something that researchers have wanted to do for many years and was really only enabled by the supercomputer systems at OLCF: to actually vary the physics of the universe dramatically in many different ways," Robertson said. "That's a huge step forward—to be able to connect the physics simultaneously and do that in a way in which you can compare them directly with the observations.

"It just hasn't been possible before to do anything like this. It's orders of magnitude, in terms of computational challenge, beyond what had been done before."

Schneider, who advised Villasenor on his work to extend Cholla, said she thinks his additions will be "totally critical" as she prepares Cholla for her own simulations on the new exascale-class Frontier supercomputer, which is housed along with Summit at the OLCF, a DOE Office of Science user facility at ORNL. She is leading a project through the Frontier Center for Accelerated Application Readiness program to simulate the Milky Way galaxy and will be using some of the solvers added by Villasenor.
"Astrophysics software is very different than other kinds of software because I don't think there's ever any sort of ultimate version, and that certainly isn't the case for Cholla," Schneider said. "You can think of Cholla as being a multitool, so the more pieces we add to our multitool, the more kinds of problems we can solve. If I built the original tool as just a pocketknife, then it's like Bruno's added a screwdriver—there are a whole class of problems we can solve now that we couldn't address with the original code. As we keep adding more and more things, we'll be able to tackle more and more complicated problems."
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