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Strengthening the second law of
thermodynamics

November 5 2021

Figure 3 from the paper "Entropy production given constraints on the energy
functions." Credit: Santa Fe Institute

According to the second law of thermodynamics, the total entropy of a
closed process can increase or stay the same, but never decrease. The
second law guarantees, for example, that an egg can wobble off a table
and leave a mess on the floor but that such a mess will never
spontaneously form an egg and leap back on the table. Or that air will
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escape a balloon but never, on its own accord, inflate it. Since at least the
19th century, physicists have been investigating the role of entropy in
information theory—studying the energy transactions of adding or
erasing bits from computers, for example.

The thermodynamics of computation is a research focus of physicist and
SFI resident faculty member David Wolpert, and for the last few years
he's been collaborating with Artemy Kolchinsky, physicist and former
SFI postdoctoral fellow, to better understand the connection between
thermodynamics and information processing in computation. Their latest
exploration of the topic, published in Physical Review E, looks at
applying these ideas to a wide range of classical and quantum areas,
including quantum thermodynamics.

"Computing systems are designed specifically to lose information about
their past as they evolve," says Wolpert.

If a person inputs "2+2" into a calculator and then hits "enter," the
computer outputs the answer—4. At the same time, the machine loses
information about the input since not only 242 but also 3+1 (and other
pairs of numbers) can produce the same output. From the answer alone,
the machine can't report which pair of numbers acted as input. In 1961,
IBM physicist Rolf Landauer discovered that when information is
erased, as during such a calculation, the entropy of the calculator
decreases (by losing information), which means the entropy of the
environment must increase.

"If you erase a bit of information, you have to generate a little bit of
heat," says Kolchinsky.

Wolpert and Kolchinsky wanted to know: What is that energy cost of
erasing information for a given system? Landauer derived an equation
for the minimum amount of energy that is produced during erasure, but
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the SFI duo found that most systems actually produce more. "There's a
cost that appears beyond Landauer's bound," says Kolchinsky.

The only way to achieve Landauer's minimum loss of energy, he says, is
to design a computer with a certain task in mind. If the computer carries
out some other calculation, then it will generate additional entropy.
Kolchinsky and Wolpert have demonstrated that two computers might
carry out the same calculation, for example, but differ in entropy
production because of their expectations for inputs. The researchers call
this a "mismatch cost," or the cost of being wrong.

"It's the cost between what the machine is built for and what you use it
for," says Kolchinsky.

In past papers, the duo has proven that this mismatch cost is a general
phenomenon that can be explored in a variety of systems, not only in
information theory but also in physics or biology. They've found a
fundamental relationship between thermodynamic irreversibility—the
case in which entropy increases—and logical irreversibility—the case in
computation in which the initial state is lost. In a sense, they've

strengthened the second law of thermodynamics.

In their latest publication, Kolchinsky and Wolpert demonstrate that this
fundamental relationship extends even more broadly than they'd
previously thought, including to the thermodynamics of quantum
computers. Information in quantum computers is vulnerable to loss or
errors due to statistical fluctuations or quantum noise, which is why
physicists are searching for new methods of error correction. A better
understanding of mismatch cost, Kolchinsky says, could lead to a better
understanding of how to predict and correct those errors.

"There's this deep relationship between the physics and information
theory," says Kolchinksy.

3/4


https://phys.org/tags/computer/
https://phys.org/tags/information/
https://phys.org/tags/entropy/
https://phys.org/tags/second+law+of+thermodynamics/
https://phys.org/tags/information+theory/
https://phys.org/tags/information+theory/

PHYS 19X

More information: Artemy Kolchinsky et al, Entropy production
given constraints on the energy functions, Physical Review E (2021).
DOI: 10.1103/PhysRevE.104.034129

Provided by Santa Fe Institute

Citation: Strengthening the second law of thermodynamics (2021, November 5) retrieved 26
April 2024 from https://phys.org/news/2021-11-law-thermodynamics.html

This document is subject to copyright. Apart from any fair dealing for the purpose of private
study or research, no part may be reproduced without the written permission. The content is
provided for information purposes only.

4/4


http://dx.doi.org/10.1103/PhysRevE.104.034129
https://phys.org/news/2021-11-law-thermodynamics.html
http://www.tcpdf.org

