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Tay is a machine learning project—one in which software can evolve as it is
being used—designed for human engagement

 A Microsoft "chatbot" designed to converse like a teenage girl was
grounded on Thursday after its artificial intelligence software was
coaxed into firing off hateful, racist comments online.

Microsoft this week launched the experiment in which the bot
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nicknamed "Tay" was given the personality of a teenager and designed to
learn from online exchanges with real people.

Bu the plan was sent awry by an ill-willed campaign to teach her bad
things, according to the US software colossus.

"It is as much a social and cultural experiment, as it is technical," a
Microsoft spokesperson said Thursday in response to an AFP inquiry.

"Unfortunately, within the first 24 hours of coming online, we became
aware of a coordinated effort by some users to abuse Tay's commenting
skills to have Tay respond in inappropriate ways."

Tay is a machine learning project—one in which software can evolve as
it is being used—designed for human engagement. But it got a harsh
lesson in what it can learn from people.

As a result, Tay was taken offline for adjustments to the software,
according to Microsoft.

"C U soon humans need sleep now so many conversations today," Tay
said in its final post on Twitter.

All the offensive Twitter posts by Tay were removed, but many echoed
online in the form of captured screen shots.

Tay tweets ranged from support for Nazis and Donald Trump to sexual
comments and insults aimed at women and blacks.

Tay's profile at Twitter describes it as AI (artificial intelligence) "that's
got zero chill" and gets smarter as people talk to it.

People could chat with Tay at Twitter and other messaging platforms,
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and even send the software digital photos for comment.

The project was said to target young adults with chatter styled after a
teenage girl.
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