
 

Robot can assess its situation and call a
human for help when it needs assistance
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RoboSAM in the bin-picking demonstration. Credit: Maryland Robotics Center,
University of Maryland

Like a driver who refuses to ask for directions when lost, today's
industrial robots don't know when they're in trouble and should stop and
get help—which limits their usefulness in manufacturing.

Now University of Maryland Professor S. K. Gupta and his students
have developed RoboSAM (ROBOtic Smart Assistant for
Manufacturing), an industrial robot smart enough to know when
something is wrong, to pause and to call a human for help.

Currently, industrial robots are used mostly for high-volume, reliably
repetitive tasks with unchanging, tightly proscribed parameters, such as
automobile assembly lines. These robots are custom-built and
programmed specifically for the tasks at hand. While they excel in such
environments, the robots have a limited ability to assess whether they
can successfully complete tasks. The robot doesn't know it should stop
what it's doing if, for example, the parts it needs are not in the exact
position it expects. A chaotic mess can result—one which humans must
then fix.

That's why industrial robots are not used in factories where high task
reliability cannot be ensured. Gupta, a professor in the A. James Clark
School of Engineering, believes a better economic model would be to
give robots the ability to assess whether they can successfully complete a
task, and if they sense they cannot, to stop and ask a human for help.

His new RoboSAM, based on the Baxter industrial robot platform, is
able to estimate the probability it can complete a task before beginning
it, and can ask a "human on call" for help if necessary. RoboSAM's
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abilities may provide a path forward towards smarter, more versatile 
industrial robots and more interesting duties for the humans who work
with them.

Gupta's team has successfully demonstrated RoboSAM in a "bin
picking" situation. The robot needs to find a desired object in a bin of
similar objects, pick it up, and deliver it to another area in a specific
placement. If the robot is not sure whether it can complete the task—for
example if the part is "buried" within the bin—it takes pictures of its
situation and calls a remotely located human (the "human on call") for
help. The human then suggests to the robot what it should do to complete
the task, such as stir the contents of the bin, then try again to locate the
needed part.

Gupta believes this work is the beginning of providing a better economic
model for deploying robots, especially for small- and medium-sized
manufacturing companies. "In most situations, providing task assistance
help to robots is much more cost-effective than recovering from a
system shutdown, and it enables humans to move from doing dull tasks
like monitoring and clean up to more challenging work like helping
robots with the tasks with which they struggle."

  More information: "Resolving Automated Perception System Failures
in Bin-Picking Tasks Using Assistance from Remote Human Operators."
www.robotics.umd.edu/sites/def … t/files/CASE2015.pdf

Provided by University of Maryland

Citation: Robot can assess its situation and call a human for help when it needs assistance (2015,
September 16) retrieved 23 April 2024 from https://phys.org/news/2015-09-robot-situation-
human.html

3/4

https://phys.org/tags/industrial+robots/
https://phys.org/tags/human/
http://www.robotics.umd.edu/sites/default/files/CASE2015.pdf
https://phys.org/news/2015-09-robot-situation-human.html
https://phys.org/news/2015-09-robot-situation-human.html


 

This document is subject to copyright. Apart from any fair dealing for the purpose of private
study or research, no part may be reproduced without the written permission. The content is
provided for information purposes only.

Powered by TCPDF (www.tcpdf.org)

4/4

http://www.tcpdf.org

