
 

Cornell joins pleas for responsible AI
research

August 27 2015, by Anne Ju

The phrase "artificial intelligence" saturates Hollywood dramas – from
computers taking over spaceships, to sentient robots overpowering
humans. Though the real world is perhaps more boring than Hollywood,
artificial intelligence (AI) is a rapidly expanding academic and
technological field, and Cornell scientists are playing a major role in it.

Computer scientists Bart Selman and Carla Gomes, professors in the
Department of Computer Science, are among those joining a growing
chorus of academic and industry experts eager to harness the bright
future of AI research, while remaining responsibly vigilant to its
potential pitfalls.

Selman and Gomes helped write an open letter issued earlier this year by
the Future of Life Institute, an organization that studies the risks of
developing AI and other technologies. The letter urges scientists,
policymakers and the public to explore the opportunities and risks
associated with increasingly intelligent machines. It was signed by nearly
10,000 concerned scientists and others – among them physicist Stephen
Hawking and billionaire philanthropist Elon Musk. Hadas Kress-Gazit,
Cornell assistant professor of mechanical engineering and co-director of
the Autonomous Systems Lab, also signed the letter.

Broadly, AI is the study of machines and software that can learn from
and adapt to their environments. Large companies like Facebook and
Google have made multi-million dollar investments into the study of AI;
notably, Google is working on the self-driving car. The Amazon Echo
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system is an example of AI voice recognition software and digital
assistant technology that's come a long way in the last 10 years, Selman
said.

Musk recently pledged $10 million to support research on keeping AI
beneficial to humans, a portion of which will fund a new project led by
Selman and Gomes.

With their grant, they will predict whether a level of AI known as super
intelligence – the surpassing of human intelligence by a machine – might
be possible, and if so, when it might be achieved. The answer might be
closer on the horizon than it seems. For example, facial recognition
technology is already "superhuman" in some ways, Selman said.
"Facebook can recognize faces better than any of us," he said.

"What we are seeing is a broad-scale adoption of these technologies,"
Selman continued. "Moreover, even though robots are still too expensive
for general use, it is expected that new technologies will bring the cost of
robotics down rapidly over the next two decades."

A nearer-term, possibly under-analyzed problem, Selman said, is the
economic effect the world will feel from AI advancements. A robot that
cleans a house might be a ways off, but cloud computing, simultaneous
translation and other AI technologies are already bringing about societal
changes. "We've arguably reached a point where technology is taking
away more jobs than it's creating," Selman said.

What's more, "deep learning," a subset of machine learning in which
large, neural networks are trained to think coherently, is responsible for
leaps and bounds in the advancement of speech recognition and
computer vision.

Some of the most famous experiments of man versus machine come
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from the world of chess. The computer Deep Blue, first developed in the
1980s at Carnegie Mellon University and acquired by IBM, went head to
head against chess champion Garry Kasparov.

"In the big picture, chess is a baby problem," Gomes said. "It's a small
board with a few pieces. Now imagine the real world, where you have
hundreds, thousands of self-driving cars, and people. It's an
exponentially larger domain."
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