## Science literacy inn't as bad as the statistics make it look

May 13 2015, by Cassie Barton

## Do you like this question?
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Read the catchy one-line statistics that circulate in the headlines and on social media and you'd be forgiven for thinking that public understanding of science is in a sorry state. A few months back, we heard that $80 \%$ of Americans want a warning label on any food that
"contains DNA". Earlier on, a poll found that $65 \%$ endorse the good old you-only-use-one-tenth-of-your-brain myth. And here in the UK, teachers seem to believe all kinds of brain myths, including a substantial minority ( $29 \%$ ) who think that failing to drink enough water will literally shrink your brain.

Typically, these statistics have a short life cycle. They get used by journalists for amusing articles, grumbled about by science-y people on Twitter, and fade away before being resurrected, half-remembered, at dinner parties. Rarely does anyone take a critical look at where these statistics come from and whether they're worth listening to. Which is ironic, because anyone who makes it their mission to debunk bad science needs to be just as wary of the bad survey.

When the DNA-labelling statistic came out, Ben Lillie wrote an excellent blog post pointing out that it was probably an artefact of poor survey design, since plenty of other studies suggest that most people know perfectly well what DNA is. He was dead right - polling is an inexact science at best, and if a finding looks too good (or bad) to be true, it usually is.

Here are some of the major hurdles that most of these studies seem to trip over.

## Non-attitudes

It's no secret that people say stuff on surveys that they don't really believe. Social scientists even have a word for what you end up with: a 'non-attitude'.

Let's take the DNA-labelling finding as an example of how non-attitudes come about. It's from a survey about attitudes to food issues, part of a question where people are asked whether they support a long list of
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policies. Crucially, "mandatory labels on foods containing DNA" is the only silly policy on the list - the others are plausible ideas, like taxing sugary foods and labelling what country meat comes from.

Like most people, I probably have more fun and important things to do than answer a long survey on food policy. Confronted with a long list of agree/disagree questions, I might start skim-reading. Maybe I'll tick 'yes' to everything (people are more likely to unthinkingly agree than unthinkingly disagree on surveys - it's known as acquiescence bias). Maybe I'll just agree with all the policies about food labelling, since it's something I support on the whole. The chances that I'll spend more than a few seconds weighing up what the question means and what I think about it is fairly low.

Even leaving acquiescence bias aside, any survey of attitudes is limited in what it can tell us about what people really think. Think back to the UK teachers' survey. It might show that a lot of teachers 'agree' with a survey question about dehydration making your brain shrink. But it's entirely possible that they hadn't come across the idea before they saw it on the survey - which means up until that point, it was hardly a problem for their teaching practice. Survey designers have to be careful not to suggest attitudes that never would have occurred to people ordinarily.

One thing that can help - though it's by no means a catch-all solution - is to let people who don't know the answer say so. A surprising amount of surveys (including the food survey above) force people to choose between 'agree' or 'disagree'. And that means that people who genuinely don't know (or don't care) have to misrepresent their opinions. Then again, 'Majority of Americans noncommittal about DNA' doesn't make such a catchy headline, does it?

## Question wording

Let's say people are reading the questions closely and really care about the issues they're being surveyed on. That still doesn't guarantee a clearcut finding - the way questions are worded can have a big impact on responses.

Here's another finding from the teachers' survey: 57\% think children are less attentive after consuming sugary snacks. The original researchers classed this as a 'neuro-myth' because there isn't much scientific evidence for sugar triggering hyperactivity or inattention. However, there seems to be a gap between what the researchers think the question means and what teachers think it means. Neuroscientists may deal in causal pathways between body chemistry and the specific, measurable concept of 'attention'. Teachers don't care so much about whether sugar itself is the problem - it could be a placebo effect, or a different chemical. And they have a broader definition of 'attention' - for them, it's whatever happens when kids stop giggling and face the front.

Interestingly, the research paper that sparked all the fuss in the UK actually discusses this point in detail. It's publicly accessible on Nature and well worth a read.

Anyway, the lesson here is not to use jargon, particularly not jargon that has a different meaning for non-scientists. If people don't know what the question means, they won't know how to answer it properly.

## Sampling

Sampling procedure is incredibly important if you want statistics that say something about everyone, not just the cluster of people who answered the survey. Say we're told that $65 \%$ of survey respondents think we only use one-tenth of our brains. Does that mean that if you asked all 320 million adults in the United States the same question, 208 million of them would definitely say the same thing?
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Of course not. But if a sampling is well-designed, we can say that it's more or less true. Good surveys use a large, random sample, where everyone in the population of interest (United States residents, in this case) has the same chance of being selected. Of course, this never works out perfectly in real life, but there are strategies that bring you closer to 'good enough'.

None of the studies here attempted random sampling. Yes, $65 \%$ of survey respondents think that only one-tenth of their brain is switched on - but a look at the press release shows that the respondents came from an online panel. They participated if they happened to be online, see the link and feel interested - in the topic, or in the compensation that was probably offered. There's no way of knowing how weird these people were; how well their responses generalise to the whole population.

## Does it even matter?

All of these statistics are based on very specific questions. And that's for a good reason - it's impossible to audit everything the public does and doesn't know about science, so a few key questions are chosen as indicators of how the land lies. They're actually much more useful in bulk, being tested repeatedly over time, than they are as one-offs.

Filter through the media, though, and you often end up with people getting far too hung up on the little fragments of knowledge being tested. By themselves, they don't matter. Remember the teachers who didn't care about the specifics of 'sugar' and 'attention'? People don't always need scientific facts as they go about their lives and jobs. Most of what they do is based on hard-earned common sense. Mock that common sense and you risk damaging the public's relationship with science longterm.

## Using surveys well

I'm not trying to suggest that this kind of survey is useless - just that their findings should be taken with a pinch of salt and a careful look at their methodology. Treat new survey data the way you'd treat any new scientific finding: try and find the original source and evaluate it. Did they do everything they could to avoid bias? Is there anything you would've done differently?

Once you have a good finding, you have a choice about how to use it. Do you want to make fun of people who are less educated than you and reinforce the stereotypes of the dumb layman and sneering scientist? Or do you want to try and learn something about the people you're talking to and become a better science communicator?

Survey data can be a great resource. These days, a lot of research has moved past assessing what people know about science - we're interested in what people think about it. In the US, the General Social Survey asks how much people trust and admire scientists (good summary stats here), while the Pew Research Center focuses on people's attitudes to key issues like genetic engineering and climate change. In the UK, surveys like Public Attitudes to Science and the Wellcome Trust Monitor have similar goals. Demographic data is collected as a matter of course, which means this kind of knowledge can help science communicators really understand their audience - not just how well-educated they are, but how they feel about scientists and scientific ideas.

For all the mockery and misunderstanding that goes on, findings are surprisingly positive. Here in the UK, a good $72 \%$ of people agree that "it is important to know about science in my daily life". Perhaps it won't be so hard to build understanding between scientists and the public after all.
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